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Answer five questions, selecting one from each Unit
Unit-I

1. (a) If $A, B$ and $C$ are random events in a sample space where $A, B$ and $C$ are pairwise independent and $A$ is independent of $B \cup C$, then prove that $A, B$ and $C$ are mutually independent.
(b) $A$ speaks the truth in $60 \%$ and $B$ in $75 \%$ of the cases. In what percentage of the cases are they likely to contradict each other in starting the same fact?
2. (a) Prove that for any two events $A$ and $B$,

$$
P(A \cap B) \leq P(A) \leq P(A \cup B) \leq P(A)+P(B)
$$

(b) From a vessel containing 3 white and 5 black balls, 4 balls are transferred into an empty vessel. From this vessel a ball is drawn and is found to be white. What is the probability that out of the four balls transferred 3 are white and 1 is black?
Unit-II
3. (a) Two dice are rolled. Let $X$ denote the random variable which counts the total number of points on the upturned faces. Construct a table giving the non-zero values of probability mass function. Also, find the distribution function of $X$.
(b) Let $X$ be a continuous random variable with probability density function

$$
f(x)=\left\{\begin{array}{cc}
a x, & 0 \leq x \leq 1 \\
a, & 1 \leq x \leq 2 \\
-a x+3 a, & 2 \leq x \leq 3 \\
0, & \text { elsewhere }
\end{array}\right.
$$

(i) Determine the constant $a$.
(ii) Compute $P(X \leq 1 \cdot 5)$.
4. For a binomial variate $x$ with parameters $n$ and $p$, prove that

$$
\mu_{r+1}=p q\left(n r \mu_{r-1}+\frac{d \mu_{r}}{d p}\right)
$$

where $\mu_{r}$ is the $r$ th central moment. Hence obtain $\mu_{2}, \mu_{3}$ and $\mu_{4}$.
UnIT—III
5. (a) Prove that two random variables $X$ and $Y$ with joint probability density function $f(x, y)$ are stochastically independent if and only if $f_{X Y}(x, y)$ can be expressed as the product of a non-negative function of $x$ alone and a non-negative function of $y$ alone, that is, if $f_{X Y}(x, y)=h_{X}(x) \cdot k_{Y}(y)$, where $h(\cdot) \geq 0$ and $k(\cdot) \geq 0$.
(b) A random observation on a bivariate population $(X, Y)$ can yield one of the following pairs of values with probabilities noted against them :

| For each observation pair | Probability |
| :---: | :---: |
| $(1,1) ;(2,1) ;(3,3) ;(4,3)$ | $1 / 20$ |
| $(3,1) ;(4,1) ;(1,2) ;(2,2) ;$ <br> $(3,2) ;(4,2) ;(1,3) ;(2,3)$ | $1 / 10$ |

Examine if the two events $X=4$ and $Y=2$ are independent.
6. (a) The joint probability distribution of two random variables $X$ and $Y$ given below :

| $X \rightarrow$ <br> $Y \downarrow$ | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: |
| 0 | $3 / 28$ | $9 / 28$ | $3 / 28$ |
| 1 | $3 / 14$ | $3 / 14$ | 0 |
| 2 | $1 / 28$ | 0 | 0 |

Find-
(i) the marginal probability distribution of $X$ and $Y$;
(ii) the conditional distribution of $X$, given the value of $Y=0$.
(b) If $X$ and $Y$ are two random variables having joint density function

$$
f(x, y)=\left\{\begin{array}{cc}
\frac{1}{8}(6-x-y), & 0 \leq x<2,2 \leq y<4 \\
0, & \text { otherwise }
\end{array}\right.
$$

find-
(i) $\quad P(X<1 \cap Y<3)$;
(ii) $P(X+Y<3)$;
(iii) $P(X<1 \mid Y<3)$.

## ( 5 )

Unit-IV
7. Two unbiased coins are thrown. If $X$ is the sum of the numbers showing up, prove that

$$
P(|X-7| \geq 3) \leq \frac{35}{54}
$$

by using Chebychev's inequality.
8. Prove that correlation coefficient is independent of the change of origin and scale. 10

## Unit-V

9. (a) Define geometric distribution for a random variable $X$. Find its mean and
variance.

7
(b) Find the moment generating function of exponential distribution.
10. (a) If $X$ and $Y$ are independent Poisson variates, calculate the conditional distribution of $X$, given $X+Y$ is binomial.
(b) For a normal distribution, prove that mean $=$ median .
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( PART : A—OBJECTIVE )
(Marks: 25 )
SECTION-A
( Marks : 10 )
Each question carries 1 mark

Put a Tick $\downarrow$ mark against the correct answer in the box provided:
$1 \times 10=10$

1. If $p_{1}=P(A), p_{2}=P(B), p_{3}=P(A \cap B)$, then $P(\overline{A \cup B})$ in terms of $p_{1}, p_{2}, p_{3}$ is
(a) $1-p_{1}-p_{2}+p_{3}$
(b) $1-p_{1}-p_{2}-p_{3}$
(c) $1-p_{1}-p_{3}$
(d) $1-p_{1}+p_{3}$

## (2)

2. A coin is tossed three times in succession, the number of sample points in sample space is
(a) 6
(b) 8
(c) 3
(d) 9
3. Let $X$ be a random variable having discrete uniform distribution over the range $[1, n]$. Then the variance $V(X)$ is given by
(a) $\frac{(n+1)}{2}$
(b) $\frac{(n+1)(2 n+1)}{6}$
(c) $\frac{(n+1)(n-1)}{12}$
(d) $\frac{(n+1)(2 n-1)}{6}$
4. For the probability mass function $f(x)=c x^{2}(1-x)$, $0<x<1$, the value of the constant $c$ is
(a) 4
(b) 8
(c) 12
(d) 0
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## (3)

5. The marginal probability function of a continuous random variable $X$ is defined as
(a) $f_{X}(x)=\sum_{y} p_{X Y}(x, y)$
(b) $f_{X}(x)=\sum_{x} p_{X Y}(x, y)$
(c) $f_{X}(x)=\int_{-\infty}^{+\infty} f_{X Y}(x, y) d x$
(d) $f_{X}(x)=\int_{-\infty}^{+\infty} f_{X Y}(x, y) d y$
6. If $X$ and $Y$ are two random variables, the covariance between them is defined as
(a) $\operatorname{Cov}(X, Y)=E(X Y)-E(X) E(Y)$
(b) $\operatorname{Cov}(X, Y)=E(X Y)+E(X) E(Y)$
(c) $\operatorname{Cov}(X, Y)=E(X)+E(Y)-E(X Y)$
(d) $\operatorname{Cov}(X, Y)=E(X) E(Y)-E(X Y)$
7. If $X$ is a random variable, then
(a) $\operatorname{Var}(X)=\{E(X)\}^{2}-E\left(X^{2}\right)$
(b) $\operatorname{Var}(X)=E\left(X^{2}\right)-\{E(X)\}^{2}$
(c) $\operatorname{Var}(X)=E(X)-E\left(X^{2}\right)$
(d) $\operatorname{Var}(X)=E\left(X^{2}\right)-E(X)$
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## ( 4 )

8. If $X$ and $Y$ are independent random variables, then
(a) $\operatorname{Cov}(X, Y)=E(X Y)-E(X) E(Y)$
(b) $\operatorname{Cov}(X, Y)=E(X) E(Y)-E(X Y)$
(c) $\operatorname{Cov}(X, Y)=1$
(d) $\operatorname{Cov}(X, Y)=0$
9. Normal curve is
(a) very flat
(b) bell-shaped symmetrical about mean
(c) very peaked
(d) smooth
10. The relationship between mean and variance of Gamma distribution is
(a) mean $=$ variance
(b) mean $=2$ variance
(c) mean < variance
(d) mean > variance
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## SECTION-B

(Marks: 15 )
Each question carries 3 marks

1. A letter is known to have come either from TATANAGAR or from CALCUTTA. On the envelope just two consecutive letters TA are visible. What is the probability that the letter came from CALCUTTA?

## ( 6 )

2. A continuous random variable $X$ has a probability density function $f(x)=3 x^{2}, 0 \leq x \leq 1$. Find $a$ and $b$ such that
(a) $P(X \leq a)=P(X>a)$
(b) $P(X>b)=0.05$

## ( 7 )

3. The joint probability density function of a two-dimensional random variable $(X, Y)$ is given by

$$
f(x, y)= \begin{cases}2, & 0<x<1, \quad 0<y<x \\ 0, & \text { elsewhere }\end{cases}
$$

Find the marginal density functions of $X$ and $Y$.

## ( 8 )

4. Let $X$ be a random variable with the following probability distribution :

$$
\begin{array}{lcccc}
x & : & -3 & 6 & 9 \\
P(X=x) & : & \frac{1}{6} & \frac{1}{2} & \frac{1}{3}
\end{array}
$$

Find $E(X)$ and $E\left(X^{2}\right)$ and using the laws of expectation, evaluate $E(2 X+1)^{2}$.

## ( 9 )

5. Prove that the sum of two independent Poisson variates is again a Poisson variate.
